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Abstract

In a circular deconvolution problem we consider the estimation of the density of a circular random variable $X$ using noisy observations where the additive circular noise is independent of $X$ and admits a known density.

In this context it has been shown in Comte and Taupin [2003] and Johannes and Schwarz [2013] that, considering a family of projection estimators, a fully data-driven choice of the dimension parameter using a model selection approach can lead to minimax-optimal rates of convergence up to a constant.

In this presentation we propose a fully data-driven aggregation of those projection estimators depending on a tuning parameter which we interpret later on as a number of iterations. Thereby, we obtain a family of fully data-driven circular deconvolution estimators indexed by the iteration parameter. Interestingly in the limiting case, when the iteration parameter tends to infinity, the aggregated estimator coincides with the projection estimator with fully data-driven choice of the dimension by the model selection approach. However, for any element of the family of aggregated estimators we show up to a constant minimax optimality as well as oracle optimality within the family of projection estimators.

The proposed aggregation strategy is inspired by an iterative Bayes estimate in the context of an inverse Gaussian sequence space model, which Johannes and Loizeau [2016] have been studied from a frequentist Bayesian point of view. In the same spirit we present an iterative Bayesian model with Bayes estimator coinciding with the aggregated estimator with associated iteration parameter and posterior distribution concentrating at optimal rate as the sample size increases.
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